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Research Vision: My research focuses on building compilers that automatically enable researchers to leverage
the latest developments in high-performance computing and machine learning.

Education
Massachusetts Institute of Technology (MIT)

Ph.D., EECS, Advisor: Charles E. Leiserson Aug 2017 – Jun 2023
Thesis: Supercharging Programming through Compiler Technology

2024 ACM SIGHPC Doctoral Dissertation Award

M.Eng., EECS, Advisor: Charles E. Leiserson Jan 2017 – Jun 2017
Thesis: How Should Compilers Represent Fork-Join Parallelism?

B.S., EECS & Physics Aug 2014 – Jun 2017

Research Appointments
University of Illinois, Urbana-Champaign, Urbana, IL

Assistant Professor, Computer Science Aug 2024 – present

Assistant Professor, Electrical and Computer Engineering Aug 2024 – present

Assistant Professor, Coordinated Science Laboratory Aug 2024 – present

Adjunct Professor, Computer Science Aug 2023 – present

Google Deepmind, Cambridge, MA Oct 2023 – present
Visiting Researcher

Conduct research on compiler abstractions for efficient machine learning

University of Texas, Austin, Austin, TX Sep 2023 – Dec 2023
J. Tinsley Oden Faculty Fellow

Conduct research on applying high performance computing and machine learning to problems in climate science.

MIT Computer Science and Artificial Intelligence Lab, Cambridge, MA Sep 2014 – present
Researcher, Supercomputing Technologies Group

Compilers for parallelism (Tapir/Polygeist), differentiation (Enzyme), ML (TC), polyhedral model (TC/Polygeist), encryption
(Syfer), phase-ordering (AutoPhase/ProTuner), scheduling (AutoPhase/ProTuner), cloud-compilation (Cymbl) & more.

Argonne National Laboratory, (virtual) Chicago, IL Jan 2021 – Jul 2021
Researcher

Built parallel-specific optimizations and extended Enzyme to automatically synthesize gradients for CUDA, AMD,
OpenMP, and MPI programs. Papers at SC ’21, SC ’22 and in submission to PLDI ’23.

Lawrence Berkeley National Laboratory, Berkeley, CA May 2019 – Aug 2019
Researcher, Quantum Algorithms Group

Created probabilistic programming framework formodeling quantum circuits. Posters at IWQC’19 & 2020 APSMeeting.

Facebook AI Research Laboratory (FAIR), New York, NY; Paris, France Jun 2017 – Aug 2017
Research Intern

Performance engineering of deep neural networks by creating tensor DSL for kernel fusion and specialization for use
in PyTorch and similar frameworks. Paper in ACM TACO journal.

Space Exploration Technologies (SpaceX), Hawthorne, CA Jun 2015 – May 2016
Software / Propulsion Engineering Intern

Developed advanced distributedGPUmultiphysics simulation usingWavelet Compression. Paper at SC’15 visualization.

U.S. Naval Research Laboratory, Washington, DC Jun 2013 – Aug 2014
Electrical Engineering Intern

Created machine-learning algorithm to identify gaps in wireless spectrum to improve signal bandwidth and resilience.
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Awards

ACM SIGHPC Doctoral Dissertation Award 2024
awarded to the best doctoral dissertation completed in high performance computing (HPC) in 2023

Artificial Intelligence Accelerator Transition Award, US Air Force 2023
for the successful design implementation, and community building around he Enzyme automatic differentiation project

Julia Community Prize 2023
for significant contribution to the Julia language, community, and/or ecosystem for the development of Enzyme.jl

1st place, Student Research Competition at CGO 2023
for my poster/presentation/paper on “HTO: Header Time Optimization”.

Great Dome Award 2023
for organizing the largest and most successful MIT Pi reunion, with over 2000 attendees, and $350,000 budget.

Best Student Paper Award at SC 2022
Best Paper Finalist at SC (top 7 of 81 accepted and 320 submitted) 2022

for paper “Scalable Automatic Differentiation of Multiple Parallel Paradigms through Compiler Augmentation”

Karl Taylor Compton Prize, MIT’s highest student award 2021
Golden Beaver Award 2021

for fostering a safe and inclusive environment for computing, enabling privacy-conscious remote-learning, building
pandemic infrastructure and entertainment (featured in Business Insider, MIT Museum, and more).

Best Student Paper Finalist at SC (top 5 of 98 accepted and 365 submitted) 2021
Best Reproducability Advancement Finalist at SC (top 5 of 98 accepted and 365 submitted) 2021

for paper “Reverse-Mode Automatic Differentiation and Optimization of GPU Kernels via Enzyme”

Spotlight Paper (top 15% accepted) at NeurIPS 2020
Best Student Talk at US LLVM Dev Meeting 2020

for paper “Instead of Rewriting Foreign Code for Machine Learning, Automatically Synthesize Fast Gradients”

Best Student Talk (tie) at US LLVM Dev Meeting 2019
for talk “HTO: Header-Time Optimization”

Department of Energy Computational Science Fellowship 2018-2022

National Science Foundation Graduate Research Fellowship, declined 2018

Best Paper Award at PPoPP 2017
for paper “Tapir: Embedding Recursive Fork-Join Parallelism into LLVM’s Intermediate Representation”

Robert M. Fano Award 2017
for top capstone undergraduate research project in the MIT EECS department

Larry G. Benedict Award 2017
MIT-wide award for mentorship and “empowering fellow students to develop as leaders”

Gold (highest) Division, USA Computing Olympiad (USACO) 2012-2014

Grants

NSF/Simons, AI Institute for the Sky (SkAI, pronounced “sky”) 2024
Five year, $20,000,000 grant to develop new artificial intelligence (AI) tools to advance astrophysics research and
exploration of the universe. Joint institute betweenUIUC, Northwestern, UChicago, NCSA, Argonne, & Adler Planetarium.

NSF CSRI, Bridging Science and AI Through Differentiable Program Transformations 2024
Lead PI on $1,250,000multi-institutional grant ($850,000 to UIUC) to bridge science &ML through compiler technology.

Alan Turing Institute, Development of composable, parallelisable and user-friendly inference, and growing the
community of the Turing.jl probabilistic programming language 2023

Institutional PI on £970,359.00 grant to develop tools for probabilistic programming in Julia (Turing.jl). Joint wCambridge.

DOE Extreme-Scale Science Grant, Differentiating Large-Scale Finite Element Applications 2022
Institutional lead of 2-year $900,000 grant to combine FEM applications with automatic differentiation. Joint with LLNL.
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Selected Publications

Over 20 publications in various journals (TOPC, TACO), book chapters, conferences (SC, PACT, NeurIPS, MLSys,
PPoPP), and workshops (IMPACT, NeurIPS Robust AI in FS, PPoPP-PMAM, SCVis, LLVMHPC, IEEE FCCM).
Full list at end and on website (https://wsmoses.com).

SC
’22

Scalable Automatic Differentiation of Multiple Parallel Paradigms through Compiler Augmentation
William S. Moses, Sri Hari Krishna Narayanan, Ludger Paehler, Valentin Churavy, Jan Hückelheim, Michel
Schanen, Johannes Doerfert, and Paul Hovland
Proceedings of the International Conference for High Performance Computing, Networking, Storage and Analysis,
Best Student Paper Award & Best Paper Finalist

PPoPP
’23

High-Performance GPU-to-CPU Transpilation and Optimization via High-Level Parallel Constructs
William S. Moses, Ivan R Ivanov, Jens Domke, Toshio Endo, Johannes Doerfert, and Oleksandr Zinenko
Proceedings of the 28th ACM SIGPLAN Annual Symposium on Principles and Practice of Parallel Programming

SC
’21

Reverse-Mode Automatic Differentiation and Optimization of GPU Kernels via Enzyme
WilliamS.Moses, Valentin Churavy, Ludger Paehler, Jan Hückelheim, Sri Hari Krishna Narayanan, Michel Schanen
and Johannes Doerfert
Proceedings of the International Conference for High Performance Computing, Networking, Storage and Analysis,
Best Student Paper Finalist

NeurIPS
’20

Instead of Rewriting Foreign Code for Machine Learning, Automatically Synthesize Fast Gradients
William S. Moses, Valentin Churavy
Advances in Neural Information Processing Systems Vol 33, Spotlight Paper (top 15% accepted)

TACO
’19

The Next 700 Accelerated Layers: From Mathematical Expressions of Network Computation Graphs to
Accelerated GPU Kernels, Automatically (Tensor Comprehensions)
Nicolas Vasilache, Oleksandr Zinenko, Theodoros Theodoridis, Priya Goyal, Zachary DeVito, William S. Moses,
Sven Verdoolaege, Andrew Adams, and Albert Cohen
Journal, ACM Transactions on Architecture and Code Optimization

PPoPP
’17

Tapir: Embedding Fork-Join Parallelism in LLVM’s Intermediate Representation
Tao B. Schardl, William S. Moses, Charles E. Leiserson
Proceedings of the 22nd ACM SIGPLAN Symposium on Principles and Practice of Parallel Programming,
Best Paper Award

Mentorship Experience

UIUC PhD Students: Brant Qian (current student); Egan Johnson (current student); Vimarsh Sathia (current
student); Jessica Cotturone (current student)

UIUC Undergraduate Students: Achintya Gahalaut (current student); Ananya Gahalaut (current student);

Master’s Projects: Tim Gymnich (⇒stealth startup)

MIT Undergraduate Research Program:Carl Guo (⇒MIT undergrad); Sage Simhon (⇒MIT grad school); Jiahao
Li (⇒Hudson River Trading), Bojan Serafimov (⇒Kensho )

MIT PRIMES (high-school research program): ;Walden Yan (⇒found Cognition AI ( unicorn startup ) / Harvard
undergrad); Carl Guo (⇒MIT undergrad); Sanath Govindarajan (⇒UT Austin undergrad )

Google Summer of Code: Chuyang Chen; Pratush Das; Manuel Drehwald; Shakil Ahmed; Abhishek Vu.

Teaching Experience

Lead Instructor, Advanced Performance Engineering (CS598APE), UIUC CS Jan 2025 – May 2025

New course on engineering high-performance computing systems, from algorithms, software, down to hardware.

Teaching Assistant, Introduction to Algorithms (6.006), MIT EECS Feb 2018 – May 2018

Led recitations, wrote problem sets & exams. 350 total students, 25 in my section. Rated 6.5/7.0 on by students.

Lead Instructor, Introduction to C/C++ (6.179), MIT EECS Jan – Feb 2015, 2016, 2021

New undergrad course with >200 students (MIT/Harvard/Wellesley); created lectures, homeworks, & final project.
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Conference Service

Finance Chair, 2025 Conference on Code Generation and Optimization (CGO) 2024 – present

Co-Organizer, NeurIPS Differentiable Programming Workshop Aug 2021 – Dec 2022
Co-lead organizer of a new workshop at NeurIPS 2021. Ran logistics including: call for papers, organizing a program
committee (reviewers), drafting a code of conduct, managing corporate sponsorship, and creating initiatives for DEI.

Co-Organizer, Workshop on forward methods at SIAM CSE 2023 Aug 2022-present

Co-Organizer, Mini-Workshop: Differentiable Programming for High-Performance,
Data-Intensive Computations Apr 2021

Program Committee Member
PPoPP’25, SPAA’25, ICS’25, AD’24, 2024 Student Research Competition at PLDI, AI4DEV at SC ’24, HIPS at IPDPS
’23, 2022Workshop on LLVM in Parallel Processing at ICPP, 2021 NeurIPSML For SystemsWorkshop, 2021Workshop
on LLVM in Parallel Processing at ICPP, 2020 US LLVM Dev Meeting

External Reviewer
OOPSLA’25; 2023 Conference on Machine Learning and Systems (MLSys), 2021 ACM SIGGRAPH, 2021 ACM SPAA

Other Service

C++ Standards Committe; WG19 on Machine Learning Nov 2020 – present
Review proposals for additions to the C++ standard that relate tomachine learning. Proposed language-level integration
for automatic differentiation in technical paper.

Rust Machine Learning Working Group Nov 2020 – present
Reviewmachine-learning proposals to the Rust language.Work on automatic differentiation and efficient neural-networks.

Reviewer, MIT Engineering Advisory Board (EAB) Oct 2020 – 2023
Read and review technical portfolios of prospective MIT undergraduate students.

The Engine Startup Accelerator Working Group Dec 2016 – Apr 2018
Helped found MIT’s Engine hard-tech startup incubator. Worked with MIT’s Technology Licensing Office, professors,
start ups, and venture capitalists to recommend framework for intellectual property.

University Leadership

Graduate Admissions Committee, UIUC CS Sep 2023 – present
Review applications for top computer science graduate programs.

Alumni Class President, MIT Class of 2018 June 2023 – present
President of theMIT class of 2018, representing the the class toMIT and Alumni Association, plan reunions, fundraising
events, talk seminars, and work with admissions.

Chair, Student Information Processing Board (SIPB) Feb 2020 – Feb 2021
Chair of MIT’s oldest computer science club. Provide students and the community access to computing infrastructure
(virtual machines, web hosting, chat bots), teaching infrastructure (a lecture series), and advocacy.

Elected Councillor, MIT Undergraduate Association Feb 2016 – Jan 2017
One of twenty voting members of MIT’s institute-wide student government. Working on issues such as the creation
of a new dormitory, institute-wide sustainability programs, student withdrawal policy, among others.

Executive Board, MIT Society of Physics Students May 2016 – May 2017
Executive boardmember ofMIT SPS. Ran faculty dinners & organized events including undergraduate physics conference.

Executive Board, MIT IEEE/ACM May 2015 – May 2016
Member of the executive board for the MIT chapter of IEEE/ACM, the premier electrical engineering and computer
science club for college students. Helped lead the first ever IEEE-sponsored conference for undergraduate students.
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Full Publication List

Journal Papers (Peer-Reviewed)
[1] S. Choi, Moses, William S., and N. Thompson, “The quantum tortoise and the classical hare: When will

quantum computers outpace classical ones and when will they be left behind?” Proceedings of the IEEE,
vol. 113, no. 2, pp. 113–124, 2025. DOI: 10.1109/JPROC.2025.3574102.

[5] J. Hückelheim, H. Menon, Moses, William, B. Christianson, P. Hovland, and L. Hascoët, “A taxonomy
of automatic differentiation pitfalls,” WIREs Data Mining and Knowledge Discovery, vol. 14, no. 6, e1555,
2024. DOI: https://doi.org/10.1002/widm.1555. eprint: https://wires.onlinelibrary.wiley.com/
doi/pdf/10.1002/widm.1555. [Online]. Available: https://wires.onlinelibrary.wiley.com/doi/abs/
10.1002/widm.1555.

[24] T. B. Schardl, Moses, William S., and C. E. Leiserson, “Tapir: Embedding recursive fork-join parallelism
into LLVM’s intermediate representation,” ACM Trans. Parallel Comput., vol. 6, no. 4, Dec. 2019, ISSN:
2329-4949. DOI: 10.1145/3365655.

[26] N. Vasilache, O. Zinenko, T. Theodoridis, P. Goyal, Z. Devito,Moses, William S., S. Verdoolaege, A. Adams,
and A. Cohen, “The next 700 accelerated layers: From mathematical expressions of network computation
graphs to accelerated GPU kernels, automatically,” ACM Trans. Archit. Code Optim., vol. 16, no. 4, Oct.
2019. DOI: 10.1145/3355606.

Conference Papers (Peer-Reviewed)
[3] F. Hoerold, I. R. Ivanov, A. Dhruv,Moses, William S, A. Dubey, M. Wahib, and J. Domke, “Raptor: Practical

numerical profiling of scientific applications,” in SC ’25: Proceedings of the International Conference for
High Performance Computing, Networking, Storage and Analysis, ACM, 2025.

[4] M. P. Lücke, O. Zinenko, William S. Moses, M. Steuwer, and A. Cohen, The MLIR transform dialect. your
compiler is more powerful than you think, Mar. 2025.

[7] I. R. Ivanov, O. Zinenko, J. Domke, T. Endo, and Moses, William S., “Retargeting and respecializing gpu
workloads for performance portability,” in 2024 IEEE/ACM International Symposium on Code Generation
and Optimization (CGO), Los Alamitos, CA, USA: IEEE Computer Society, Mar. 2024, pp. 119–132. DOI:
10.1109/CGO57630.2024.10444828. [Online]. Available: https://doi.ieeecomputersociety.org/10.
1109/CGO57630.2024.10444828.

[11] Moses,WilliamS, I. R. Ivanov, J. Domke, T. Endo, J. Doerfert, andO. Zinenko, “High-performanceGPU-to-CPU
transpilation and optimization via high-level parallel constructs,” in Proceedings of the 28th ACM SIGPLAN
Symposium on Principles and Practice of Parallel Programming, Montreal, Canada: ACM, 2023. [Online].
Available: https://arxiv.org/pdf/2207.00257.pdf.

[12] M. Schanen, S. H. K. Narayanan, S.Williamson, V. Churavy,Moses,WilliamS., and L. Paehler, “Transparent
checkpointing for automatic differentiation of program loops through expression transformations,” inComputational
Science – ICCS 2023, J. Mikyška, C. de Mulatier, M. Paszynski, V. V. Krzhizhanovskaya, J. J. Dongarra, and
P. M. Sloot, Eds., Cham: Springer Nature Switzerland, 2023, pp. 483–497, ISBN: 978-3-031-36024-4.

[14] Z. C. Guo andMoses, William S., “Enabling transformers to understand low-level programs,” in 2022 IEEE
High Performance ExtremeComputing Conference (HPEC), 2022, pp. 1–9. DOI: 10.1109/HPEC55821.2022.
9926313.

[15] Moses, William S, S. Hari Krishna Narayanan, L. Paehler, V. Churavy, J. Hückelheim, M. Schanen, J.
Doerfert, and P. Hovland, “Scalable automatic differentiation ofmultiple parallel paradigms through compiler
augmentation,” in SC ’22: Proceedings of the International Conference for High Performance Computing,
Networking, Storage and Analysis, ACM, 2022. [Online]. Available: https://c.wsmoses.com/papers/
enzymePar.pdf. Best Student Paper Award and Best Paper Finalist

[16] Moses, William S, V. Churavy, L. Paehler, J. Hückelheim, S. Hari Krishna Narayanan, M. Schanen, and
J. Doerfert, “Reverse-mode automatic differentiation and optimization of GPU kernels via enzyme,” in SC
’21: Proceedings of the International Conference for High Performance Computing, Networking, Storage
and Analysis, ACM, 2021. DOI: 10 . 1145 / 3458817 . 3476165. Best Student Paper Finalist and Best
Reproducibility Advancement Finalist
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[18] Moses, William S., L. Chelini, R. Zhao, and O. Zinenko, “Polygeist: Raising C to polyhedral MLIR,” in
Proceedings of the ACM International Conference on Parallel Architectures and Compilation Techniques,
Virtual Event: Association for Computing Machinery, 2021. [Online]. Available: https://c.wsmoses.com/
papers/Polygeist_PACT.pdf.

[21] A. Haj-Ali, Q. J. Huang, J. Xiang, Moses, William, K. Asanovic, J. Wawrzynek, and I. Stoica, “Autophase:
Juggling HLS phase orderings in random forests with deep reinforcement learning,”Proceedings ofMachine
Learning and Systems, vol. 2, pp. 70–81, 2020. [Online]. Available: https://proceedings.mlsys.org/
paper/2020/file/4e732ced3463d06de0ca9a15b6153677-Paper.pdf.

[22] Moses, William and V. Churavy, “Instead of rewriting foreign code for machine learning, automatically
synthesize fast gradients,” in Advances in Neural Information Processing Systems, 2020. [Online]. Available:
https://dl.acm.org/doi/pdf/10.5555/3495724.3496770. Spotlight Presentation

[29] Schardl, Tao B.,Moses, William S., and Leiserson, Charles E., “Tapir: Embedding fork-join parallelism into
LLVM’s intermediate representation,” in Proceedings of the 22nd ACM SIGPLAN Symposium on Principles
and Practice of Parallel Programming, Austin, Texas, USA: ACM, Jan. 2017, pp. 249–265, ISBN: 978-1-4503-4493-7.
DOI: 10.1145/3018743.3018758. Best Paper Award

Workshop Papers (Peer-Reviewed)
[17] Moses, William S., L. Chelini, R. Zhao, and O. Zinenko, “Polygeist: Affine C in MLIR,” in IMPACT 2021-11th

International Workshop on Polyhedral Compilation Techniques, 2021. [Online]. Available: https://acohen.
gitlabpages.inria.fr/impact/impact2021/papers/IMPACT_2021_paper_1.pdf.

[23] Q. Huang, A. Haj-Ali, Moses, William, J. Xiang, I. Stoica, K. Asanovic, and J. Wawrzynek, “Autophase:
Compiler phase-ordering for HLS with deep reinforcement learning,” in 2019 IEEE 27th Annual International
Symposiumon Field-Programmable CustomComputingMachines (FCCM), IEEE, 2019, pp. 308–308. [Online].
Available: https://ieeexplore.ieee.org/abstract/document/8735549.

[25] Y. Shavit andMoses,WilliamS., “Extracting incentives fromblack-box decisions,” in 2019NeurIPSWorkshop
on AI in Financial Services, 2019. [Online]. Available: https://arxiv.org/pdf/1910.05664.pdf.

[27] Y. Xia, X. Yu,Moses,William, J. Shun, and S. Devadas, “LiTM: A lightweight deterministic software transactional
memory system,” inProceedings of the 10th InternationalWorkshop on ProgrammingModels and Applications
for Multicores and Manycores, ACM, 2019, pp. 1–10. [Online]. Available: https://c.wsmoses.com/papers/
litm.pdf.

[30] G. Stelle, Moses, William S., S. L. Olivier, and P. McCormick, “OpenMPIR: Implementing openmp tasks
with tapir,” in Proceedings of the Fourth Workshop on the LLVM Compiler Infrastructure in HPC, Denver,
CO, USA: ACM, 2017, 3:1–3:12, ISBN: 978-1-4503-5565-0. DOI: 10.1145/3148173.3148186. [Online].
Available: https://c.wsmoses.com/papers/openmpir.pdf.

[31] Moses, William S., T. B. Schardl, and C. E. Leiserson, “Embedding fork-join parallelism into llvm ir,” in 19th
Workshop on Compilers for Parallel Computing, 2016. [Online]. Available: https://cpc2016.infor.uva.
es/wp-content/uploads/2016/06/CPC2016_paper_12.pdf.

[32] J. Balme, E. Brown-Dymkoski, V. Guerrero, S. Jones, A. Kessler, A. Lichtl, K. Lung, Moses, William,
K. Museth, N. Roberson, et al., “Extreme multi-resolution visualization: A challenge on many levels,” in
SuperComputing Visualization Contest 2015, 2015. [Online]. Available: https://c.wsmoses.com/papers/
spacex15.pdf.

Book Chapters (Peer-Reviewed)
[33] E. D. Demaine and William S. Moses, “Computational complexity of arranging music,” in Revised Papers

fromMOVES 2015:Mathematics of Various Entertaining Subjects, PrincetonUniversity Press, 2015. [Online].
Available: https://c.wsmoses.com/papers/moves15.pdf.

Preprints
[2] L. Engstrom, A. Ilyas, B. Chen, A. Feldmann, William Moses, and A. Madry, Optimizing ml training with

metagradient descent, 2025. arXiv: 2503.13751 [stat.ML]. [Online]. Available: https://arxiv.org/abs/
2503.13751.
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Invited Talks

Colloquium Talks

UIUC Compiler Seminar Sep 2024

’Polyhedral and Parallel Optimization through High-Level Constructs in MLIR’

MIT Thesis Defense May 2023

’Supercharging Programming Through Compiler Technology’

Mathworks Code Generation Seminar Jan 2023

High-Performance GPU-to-CPU Transpilation and Optimization

BU Systems Seminar Dec 2022

Enzyme: High-Performance, Cross-Language, and Parallel Automatic Differentiation

Columbia DSI Seminar Jun 2022

Enzyme: High-Performance, Cross-Language, and Parallel Automatic Differentiation

ExaSGD Seminar Jun 2022

Updates on Enzyme: High-Performance, Cross-Language, and Parallel Automatic Differentiation

TUM Seminar Jun 2022

Enzyme: High-Performance, Cross-Language, and Parallel Automatic Differentiation

Google/INRIA/ONERA AD Meeting May 2022

Enzyme: High-Performance, Cross-Language, and Parallel Automatic Differentiation

Imperial College London Seminar May 2022

Enzyme: High-Performance, Cross-Language, and Parallel Automatic Differentiation

NVIDIA Seminar Feb 2022

Enzyme: High-Performance, Cross-Language, and Parallel Automatic Differentiation

LLNL Invited Seminar Dec 2021

Enzyme: High-Performance Automatic Differentiation of LLVM

Washington University of St. Louis Colloquium Nov 2021

Enzyme: High-Performance, Cross-Language, and Parallel Automatic Differentiation

CU Boulder CS Colloquium Oct 2021

Enzyme: High-Performance, Cross-Language, and Parallel Automatic Differentiation

Tobias Grosser Group Meeting (Edinburgh) Aug 2021

Polygeist: Raising C to Polyhedral MLIR

Legion Group Meeting (Stanford) Jun 2021

Instead of Rewriting Foreign Code for Machine Learning, Automatically Synthesize Fast Gradients!

Jiantao Jiao Group Meeting (Berkeley) Jun 2021

Instead of Rewriting Foreign Code for Machine Learning, Automatically Synthesize Fast Gradients!

CaaS Monthly Meeting (Princeton) Jun 2021

Cymbl: To -jInfinity & Beyond

William S. Moses Page 8 of 14

 https://compilerseminar.web.illinois.edu/ 
 https://www.eecs.mit.edu/eecs-events/doctoral-thesis-supercharging-programming-through-compiler-technology/ 
 https://www.bu.edu/rhcollab/events/bu-systems-bu%E2%99%BAs-seminar/ 
 https://www.youtube.com/watch?v=hYrBrV9lYvo 
 https://www.youtube.com/watch?v=aqwhGx9u7YY&list=PLvfYHW4TdYbW6uoNwmPDqiPMccqf4ZwJR&index=7&ab_channel=CUEngineeringAcademics 


Apple Ted-K Talk Nov 2020

Cymbl: To -jInfinity & Beyond

Secure AI Labs Seminar Series Jul 2020

Making ML Fast for Arbitrary Code (Enzyme)

Argonne National Laboratories Seminar Jul 2020

Post-Optimization Automatic Differentiation by Synthesizing LLVM
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Conference Talks

SIAM Conference on Mathematics of Planet Earth (MPE24) Jun 2024

’Differentiable Programming in Julia with Enzyme’

CGO SRC 2023 , ACM Gold Award (1st place) Feb 2023

’HTO: ”Header”-Time Optimization’

PPoPP 2023 Feb 2023

High-Performance GPU-to-CPU Transpilation and Optimization via High-Level Parallel Constructs

SC 2022 , Best Student Paper Nov 2022

Scalable Automatic Differentiation of Multiple Parallel Paradigms through Compiler Augmentation

SC ’21 (The International Conference for High Performance Computing, Networking, Storage, and Analysis) ,
Best Student Paper Finalist and Best Reproducibility Advancement Finalist Nov 2021

Reverse-Mode Automatic Differentiation and Optimization of GPU Kernels via Enzyme

CPPCon 2021 Oct 2021

Differentiable Programming in C++

PACT Conference 2021 Sep 2021

Polygeist: Raising C to Polyhedral MLIR

NVIDIA GTC 2021 Apr 2021

Post-Optimization Automatic Differentiation by Synthesizing LLVM

NeurIPS 2020, Spotlight Talk , Spotlight Dec 2020

Instead of Rewriting Foreign Code for Machine Learning, Automatically Synthesize Fast Gradients

Rework Deep Learning Summit Boston 2018 May 2018

Tensor Comprehensions

Mathematics of Various of Entertaining Subjects (MOVES) 2015 Aug 2015

Computational Complexity of Arranging Music
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Workshop Talks

CASS Community BOF Days Jun 2024

’Differentiable and Portable Programming for Science’

CASS Community BOF Days Jun 2024

’Exploring the Landscape of AI and ML in Compiler Development: Pros and Cons’

CSCS Jun 2024

’Enzyme: High-Performance, Cross-Language, and Parallel Automatic Differentiation’

PASC 2024 Jun 2024

’Enzyme.jl: High-Performance, Cross-Language, and Parallel Automatic Differentiation in Julia’

CASS Community BOF Days Jun 2024

’Exploring the Landscape of AI and ML in Compiler Development: Pros and Cons’

Winter EuroAD 2023 Dec 2023

’Automated Derivative Sparsity via Dead Code Elimination’

AI4Dev @ SC’23 , Keynote Nov 2023

’LLVM in the age of LLMs: Machine Learning for IR and optimization and more’

MLIR Summit @ LLVM Dev Meeting Oct 2023

’Enzyme-MLIR: Early Experiments on multi-level automatic differentiation’

Differentiable and Probabalistic Programming for Fundamental Physics Jun 2023

’An Introduction to Enzyme and Some Fun Recent Results’

EuroAD 2023 Jun 2023

’Recent Compiler-Based AD Results and Open Questions’

Enzyme Conference 2023 Feb 2023

Enzyme Tutorial

LLVM HPC @ SC 2022 , Keynote Talk Nov 2022

Polygeist C++ frontend for MLIR

MLIR Summit @ 2022 US LLVM Dev Meeting Nov 2022

Polygeist C++ frontend for MLIR

Second MODE Workshop on Differentiable Programming for Experiment Design Sep 2022

Synthesization of Fast Gradients with Enzyme

LLPP ’22 Aug 2022

Enzyme: Automatic Differentiation for Parallel Programs

JuliaCon ESM MiniSymposium Jul 2022

Enzyme.jl

RSS ’22 Workshop on Differential Simulation Jul 2022

Automatic Differentiation of Black Box Code with Enzyme

ISC LLVM Performance Workshop Jun 2022

MLIR-In-The-Middle: compiling C++ and extensions via the new extensible infrastructure
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LLVM Performance Workshop at CGO ’22 Apr 2022

[Tutorial] An Guide to Performance Debugging LLVM-based Programs

SIAM PP22 GPU MiniSymposium Jan 2022

Reverse-Mode Automatic Differentiation and Optimization of GPU and Heterogeneous Parallel Programs
via Enzyme

Virtual LLVM Developer Meeting, Fall 2021 Nov 2021

How to Use Enzyme to Automatically Differentiate Any LLVM-based Language for CPU, GPU, and More

7th Annual Workshop on the LLVM Compiler Infrastructure in HPC Nov 2021

Enzyme: Fast, Language Agnostic, Differentiation of Parallel Programs in LLVM

European Workshop on Automatic Differentiation 2021 Nov 2021

Language-Independent Automatic Differentiation and Optimization of GPU Programs with Enzyme

Differentiable Programming Workshop Apr 2021

Post-Optimization Automatic Differentiation by Synthesizing LLVM

IMPACT 2021 Jan 2021

Polygeist: Affine C in MLIR

Languages For Inference (LAFI) 2021 Jan 2021

Enzyme: High-Performance Automatic Differentiation of LLVM

US LLVM Developer Meeting, Fall 2020 , Best Student Presentation Oct 2020

Enzyme: High-Performance Automatic Differentiation of LLVM

European Workshop on Automatic Differentiation 2020 Aug 2020

Post-Optimization Automatic Differentiation by Synthesizing LLVM

Fourth LLVM Performance Workshop at CGO , Keynote Talk Feb 2020

Header Time Optimization: Cross-Translation Unit Optimization via Annotated Headers

3rd International Workshop on Quantum Compilation Nov 2019

Automated Bayesian Estimation of Quantum Error Models

US LLVM Developer Meeting, Fall 2019 , Best Student Presentation (Tie) Oct 2019

”Header Time Optimization”: Cross-Translation Unit Optimization via Annotated Headers

European Workshop on Automatic Differentiation 2019 Jul 2019

Enzyme: Efficient Cross-Platform AD by Synthesizing LLVM

US LLVM Developer Meeting, Fall 2018 Oct 2018

How to Use LLVM To Optimize Parallel Programs

LLVM Workshop at CGO 2018 Feb 2018

Tensor Comprehensions

US LLVM Developer Meeting, Fall 2017 Oct 2017

Leveraging LLVM to Optimize Parallel Programs

IBM PL Day 2016 Dec 2017

Tapir: Embedding Fork-Join Parallelism into LLVM IR

William S. Moses Page 12 of 14

 https://www.youtube.com/watch?v=lDFE-QtSIfg 
 https://meetings.siam.org/sess/dsp_programsess.cfm?SESSIONCODE=73362 
 https://www.youtube.com/watch?v=rux1-oje9u8 
 http://www.autodiff.org/?module=Workshops&submenu=EuroAD%2F24%2Fprogramme 
 https://www.youtube.com/watch?v=Jy-Xum3Zn3g 
 https://acohen.gitlabpages.inria.fr/impact/impact2021/ 
 https://popl21.sigplan.org/details/lafi-2021-papers/4/Enzyme-High-Performance-Automatic-Differentiation-of-LLVM 
 https://www.youtube.com/watch?v=auQNFDlaXdM&t=6s&ab_channel=LLVM 
 http://www.autodiff.org/?module=Workshops&submenu=EuroAD%2F23%2Fprogramme 
 https://llvm.org/devmtg/2020-02-23/ 
 https://www.youtube.com/watch?v=elmio6AoyK0 
 https://www.youtube.com/watch?v=tmBThobaDBw 


Compilers for Parallel Computing 2016 Jul 2016

Embedding Fork-Join Parallelism into LLVM IR
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Other Talks

CESMIX TST ’22 May 2022

Enzyme: High-Performance, Cross-Language, and Parallel Automatic Differentiation

Cambridge Area Julia Users Network (CAJUN) May 2022

A brief introduction to Enzyme.jl

MIT 18.065 Lecture May 2022

Back Propagation and Automatic Differentiation

DJ4Earth Mar 2022

Enzyme and Enzyme.jl Updates

MLIR Open Design Meeting Feb 2021

Polygeist: Affine C in MLIR

MIT 6.S898 Lecture Apr 2017

Tapir: Embedding Fork-Join Parallelism into LLVM IR

Intel Corporation Jan 2015

Syntactic Simplifications for Reducer Hyperobjects
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